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ABSTRACT 

The process of generating high quality data for the test and 

evaluation of diagnostic and prognostic algorithms is still of 

high importance to the Prognostics and Health Management 

(PHM) research community. To support these efforts a 

testbed has been designed, manufactured and commissioned. 

It has specifically been designed in order to replicate several 

component degradation faults with high accuracy and high 

repeatability. This paper documents the design, requirements 

and the data integrity elements of this benchmark hydraulic 

system. This document consolidates the process of designing 

diagnostics testbeds as at present there is a lack of literature 

on how diagnostics testbeds should be built and is intended 

to serve as a starting point and quick reference guide for 

engineers and researchers intending to design and develop a 

testbed to test and validate PHM applications. The first part 

of this paper highlights design requirements for all the design 

aspects for such testbeds with great consideration for industry 

standards and best practices covering the achievement of 

electromagnetic compatibility (EMC) and noise mitigation, 

as well as operatorsô safety and equipment protection. The 

second part of the paper put great emphasis on data integrity 

elements of the data generated by this testbed (describing the 

system under healthy and faulty conditions) before it is 

actually used for system characterization or by diagnostics 

and prognostics algorithms. 

1. INTRODUCTION  

Optimized and reliable PHM solutions contribute to 

increased availability and reduced maintenance costs for 

high-tech high-value systems.  As a result, the software 

market provides a significant number of diagnostic and 

prognostic software packages for design and implementation 

of PHM solutions. Assessment and evaluation of such 

software can be a lengthy and painstaking project on real 

machines due to the large number of uncontrollable 

parameters that affect the acquired data. An alternative 

approach, adopted here, is to develop a demonstrator 

platform in which known faults can be introduced, accurately 

and repeatable, and their consequences monitored. In this 

work, a demonstrator platform capable of producing high 

quality data representing normal and abnormal scenarios has 

been built. The data can be incorporated into a consistent 

framework for evaluating diagnostics and prognostics 

algorithms.  

The designed testbed represents a fuel system and its 

associated electrical power supply, control system and 

sensing capabilities. This testbed should be capable of 

simulating a wide range of fault types/profiles on components 

and instrumentation to produce benchmark datasets to 

evaluate and assess diagnostic and prognostic tools. Single 

and multiple-fault scenarios should be introduced together 

with incipient and abrupt types of faults. For each injected 

fault scenario, its degradation rate and resolution must also 

be fully configurable. 

The following section provides a brief background on PHM 

data generation approaches by discussing examples in the 

literature where run-to-failure, seeded faults and fault 

emulation were used to support development of diagnostic 

and prognostic algorithms. Investigating, understanding and 

quantifying component degradation and failure is an integral 

part of component design and manufacturing (Limon et al., 

2017; Childs, 2019). Commercially available products and 

components are designed, manufactured and machined 

against design standards for safety over their expected 

lifespan (Childs, 2019). The design itself is typically 

validated through actual component testing, to ensure 

compliance with the safety standards and legal liabilities, as 

well as to enable the manufacturer to confidently provide an 
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expected lifespan for his products and of course warranty 

periods and recommended service intervals (Sander & Wang, 

2000). 

From this scope, the most recognized and accepted methods 

over the past decades in the manufacturing industry are the 

various accelerated testing (AT) methods. The various AT 

methods developed, aim to shorten product design and 

development lifecycle as well as to validate component 

reliability. The main reason that led to the development of the 

various AT methods is the fact that for modern high quality 

and reliable components or systems, any observable 

degradation is very difficult or even impossible to appear in 

a very short time period when the component or the system 

is subject to its nominal operating conditions. The main 

feature of the various AT methods developed is the induction 

of component degradation and failures by subjecting the 

component under test to increased duty cycles and 

accelerated ñRun to Failureò schemes without at the same 

time creating any new or unaccounted failure modes. The 

most common AT methods and their features are collected 

and presented in a compact and convenient way in the study 

of Limon et al., (2017). The conclusion is that AT testing is a 

typical procedure carried out by OEMs (Original Equipment 

Manufacturers) and although it provides very reliable and 

accurate results and insights regarding component failure and 

degradation modes, is a very expensive procedure and 

requires the design and development of specialty machinery 

and testing facilities that will enable the efficient conduction 

of these tests. Furthermore, the fact that AT is a procedure 

funded and supported by OEMs makes it even more difficult 

to find experimental datasets and detailed information 

available in the public domain. Thus, from the PHM research 

perspective, apart from investigating degradation and failures 

of high or low-speed rotating machinery, especially bearings 

and gears, this method is not the common one for 

investigating component degradation and their effects at the 

system level (Wang et al., 2018). 

Another method widely used for component degradation 

investigation in PHM studies and research is the seeded faults 

approach. This approach requires the failure modes under 

investigation to be known beforehand and based upon this 

knowledge to machine the components under test in such a 

way to represent a certain level of degradation. This level of 

degradation can be gradually increased by applying the 

relevant machining on the component under test. This 

approach provides accurate information only at discrete 

degradation levels. In order to map the full degradation 

spectrum, the component under test must be subjected to 

various machining steps to accurately capture the degradation 

phenomenon (Niculita et al., 2014). This approach has found 

wide application to both high and low-speed rotating 

machinery, power drives and power trains, as well as to 

component structural integrity investigation. The majority of 

the investigated high-quality research available in the public 

domain incorporates the seeded-fault approach for 

benchmarking PHM applications for both military and 

civilian aerospace and ground transportation vehicles (Hess 

& Hardman, 2002; Orsagh et al., 2004; Watson et al., 2007; 

Roemer at al., 2007;). The seeded faults approach is also an 

expensive process, as it requires machining of real 

components, and from the available literature it is obvious 

that this kind of research is typically backed up from joint 

industry-academic research funding schemes, or conducted 

in conjunction with state funded research facilities and 

institutions (Hess et al., 2000; Hess & Hardman, 2002; Hess 

et al., 2003). 

The third method for investigating component degradation is 

the emulation of faults. This technique enables the emulation 

of the degradation effects of some components and their 

impact at the system level; in this particular application, an 

example of this technique is the utilization of a direct-acting 

control valve to emulate the degradation of a filter in a fluid 

system by gradually closing the valve (to replicate the 

clogging phenomenon). This method has found application to 

process-oriented systems, like fluid systems (Niculita et al. 

2014; Skaf et al., 2015; Lin et al., 2017). For the emulated 

faults, the main limitation is the utilization of an actuator that 

is capable to emulate the effects of the desired component 

under test. While this is feasible for the case of filters and 

leakages in a fluid system, this method is not easily applicable 

to high or low-speed rotating machinery. However, due to the 

compatibility of this method with the degradation effects and 

fault scenarios investigated in this physical testbed, this 

approach was selected for this work. Moreover, this method, 

from the scope of a diagnostics testbed is realizable at an 

acceptable cost, as the testbed can be built from commercial 

off-the-self equipment, thus, making it an attractive choice to 

a wider audience. 

The paper is organized as follows: Section 2 presents a 

literature review on diagnostics and prognostics testbeds, 

while Section 3 introduces the testbed and expands on the 

process of requirements capture for the actual testbed and its 

PHM capability. Section 4 discusses the data integrity 

elements, standards and techniques employed throughout the 

construction of the rig to guarantee the integrity of the 

generated datasets. Section 5 gathers the contributions to the 

topic and the concluding remarks of this paper. 

2. DIAGNOSTICS &  PROGNOSTICS TESTBEDS ï A 

LITERATURE REVIEW  

Various testbeds have previously been developed for 

benchmarking diagnostics and PHM applications and for the 

investigation of the degradation of equipment. The 

information available in the public domain for some of the 

previously developed testbeds is reviewed below and these 

experimental testbeds are benchmarked against a set of 

criteria. The intention of this literature review of the 

presented testbeds is not to compare the PHM applications 

and solutions developed or asses their quality and 
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performance, but rather to investigate the extent and the detail 

of the information provided on the actual design and 

development of the testbeds themselves. Table 1 contains a 

condensed and comprehensive comparison between the 

reviewed testbeds with the aforementioned intention in mind.  

The review of the various testbeds captured in Table 1 shows 

that the primary focus was given from the researchers, 

naturally, to the presentation of the PHM methodologies and 

on the results demonstrating the effectiveness of the 

methodology and not on the specific design considerations on 

the testbeds development themselves. 

The articulation of clear guidelines on requirements and data 

integrity considerations for bespoke diagnostics and 

prognostics testbeds is not covered in the literature and it is 

this particular gap that this paper is trying to address. The 

adequacy of insights and elaboration on the following 

important topics and criteria related to experimental testbeds 

design are addressed in this benchmarking exercise and they 

are condensed in Table 1 (marked with *).  

 

Due to the space constraints, only the benchmarking and 

comparison criteria captured in Columns 6, 7, 8 and 10 will 

be covered below. A more detailed discussion on the 

benchmarking exercise covering the existent PHM testbeds 

available in the literature was discussed by Bardakis (2019). 

We argue that PHM testbeds should be designed like any 

other industrial system or application and the following 

paragraphs will discuss the importance of standards and 

technical documentation when designing experimental 

apparatus capable of supporting PHM design and 

development studies. 

The design of systems and products against the available 

standards applying to various regions in the world, with a 

main principal focus on safety and a secondary focus on 

performance and efficiency is a regulatory requirement. The 

different applicable standards depend on the nature and type 

of system or product (Childs, 2019). The importance and 

benefits of design against standards, apart from regulatory 

compliance, are many (Sands & Slaugenhaupt, 2017), with 

the most notable being: 

 

Å  Standards ensure safety and minimize legal liability. 

Å  Standards already embed best design practices. 

Å Standards ensure system modularity, sustainability and 

maintainability. 

Å  Standards provide design traceability. 

 

Apart from some testbeds used for benchmarking PHM 

solutions targeting military applications, where there is a 

reference to requirements for the final system only, but not 

for the testbed design, (Brotherton et al., 2003; Delaney et al., 

2009), the use of standards for the design process of such 

testbeds and for achieving data-integrity is not mentioned in 

the reviewed literature. 

Data acquisition and analysis is one of the fundamental and 

most crucial aspects of any proper PHM application, as their 

results, and therefore any decision making relies on the 

processing of the acquired data (Zhang & Zhang, 2015; 

Madhikermi, 2017; DNV GL, 2018). For a PHM application, 

data integrity reflects on the raw sensor data itself, in terms 

of accuracy, timestamping and timeliness, accessibility, 

repeatability, completeness and context (Kwon et al., 2014). 

Postprocessing of low-quality raw data greatly affects any 

calculations and results downstream, resulting in poor results 

and poor decision-making in terms of maintenance actions 

(Madhikermi, 2017). Achieving data integrity is intertwined 

with identifying, understanding and dealing with sources of 

data uncertainty, while at the same time ensuring the 

repeatability and the reproducibility of the test results. 

Identifying and dealing with uncertainties is a fundamental 

concept of measurement theory and measurement systems 

(Bentley, 2005). In the majority of the reviewed literature, 

data integrity is assumed and specific measures and strategies 

to deal with sources of uncertainty that affect data integrity 

are not mentioned. 

The major source of uncertainty affecting data integrity 

highlighted by the PHM literature is signal noise. Apart from 

this observation, no other information or insights are 

provided regarding the sources of noise. Nor is any mitigation 

strategy employed to deal with sources of noise and 

interference at the system design level by following standards 

and recommended practices (RPs). An exception to this 

statement is the NASA ADAPT testbed (Poll et al., 2007; 

Feiyi & Jinsong, 2015). A very comprehensive package of 

documentation, drawings and schematics is provided by the 

NASA Ames Research Centre, where the application of 

standards is indirectly referenced, as it is captured in its 

accompanying drawings. Furthermore, the various noise 

mitigation strategies that contribute to the achievement of 

data integrity are indirectly referenced in accompanying 

documentation and drawings for the ADAPT. 

3.  PHM  TESTBED REQUIREMENTS &  SPECIFICATIONS  

Key aspects that govern system design are its requirements 

and specifications. The introduction and proposal of tailored 

requirements that govern the design of diagnostics testbeds 

was a fundamental part of this exercise. The essential 

requirements for the design and implementation of 

diagnostics testbeds are condensed in Table 2, along with 

brief information on how these requirements were practically 

achieved in the case of the fuel system testbed. 

Along with the individual requirements captured in Table 2 

under specific categories, we argue that a map of the 

relationships between these requirements should be also 

produced. 
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The main reason is that there is a high degree of direct and 

indirect interaction and dependecies between the 

requirements themselves. The map associated to the PHM, 

mechanical, electrical, software and application requirements 

considered throughout the design process of this particular 

testbed is pictured in Figure 1. For ease of understanding and 

to provide the relevant perspective, the flow-down of the 

PHM Requirement No1 (PHMR1) into other relevant 

requirements is highlighted in red in Figure 1. 

 

Figure 1. Mapping the relationships between the diagnostics 

and prognostics testbed requirements 

In order to communicate the rationale and the thought process 

for the introduction of the requirements and their translation 

and application in the actual fuel system testbed, the 

highlighted relationships of PHMR1 in Figure 1 will be 

described in more detail. Prior to delving into this analysis, it 

is convenient to briefly introduce first the topology of the 

designed fuel system testbed in Figure 2, as well as some of 

its essential functions. 

 

 
Figure 2. A simplified P&ID of the fuel system testbed 

A simplified P&ID (Process & Instrumentation Drawing) of 

the developed fuel system testbed is shown in Figure 2, with 

the testbed consisting of the following components: 

 

Å A main supply tank. 

Å An external gear pump. 

Å An induction motor driving the pump. 

Å A variable speed drive (VSD) controlling the rotational 

speed of the motor, and thus the rotational speed of the pump. 

Å A solenoid shut-off valve (SHV). 

Å Five (5) direct proportional valves (DPV1 to DPV5) used 

for fault emulation purposes. 

Å A system control panel. 

Å Two (2) absolute pressure transmitters (P1 and P2). 

Å Three (3) gauge pressure transmitters (P3, P4 and P5). 

Å Two (2) turbine wheel flowmeters (F1 and F2). 

Å A print mark contrast laser sensor (for measuring the pump 

rotational speed) 

Å PVC plastic tubing. 

Å A finger valve (to isolate the tank from the system). 

The fuel system consists of a main fuel line/path and two 

leakage lines/paths (marked in red in Figure 2) to collect the 

injected leakages. The various DPVs throughout the system 

are used to create the various faulty scenarios considered for 

this testbed; the control action of the DPVs representing the 

degradation of the respective actual components. The DPV1 

is used to emulate the clogging of the suction filter (DPV1 

initially fully opened for healthy condition). The DPV2 is 

used to emulate a leakage right at the discharge side of the 

external gear pump (DPV2 being initially fully closed for the 

healthy scenario). The DPV3 is used to emulate the 

degradation of the by-pass shut-off valve SHV 

(stuck/degraded valve), as a blockage downstream of the 

pump. The DPV4 is used to emulate the degradation/clogging 

of a fuel nozzle, as a blockage further downstream of the 

pump. The DPV5 is used to emulate a pipe leakage further 

downstream from the pump. Thus, with respect to Figure 2, a 

complete list of the faults that can be accommodated by the 

PHM testbed are listed in Table 3 with their respective fault 

code and description. The actual capacity of fault injection 

scenarios is reconfigurable and expandable. 

With reference to Figure 1 and Table 2, PHMR1 is an 

essential PHM requirements, as it states that ñthe testbed shall 

provide the ability to investigate a sufficient number of 

different fault scenariosò. In order to maximize the PHM 

capability of the testbed, its technological capacity in terms 

of equipment, hardware and software must be fully exploited. 

The fulfilment of PHMR1 requires the testbed to be 

instrumented by a sufficient number of sensors able to 

measure adequate parameters that enable characterization of 

the components degradation and support the relevant PHM 

analysis and the investigation of the effects of the various 

fault scenarios at the system level; hence, the link between 

PHMR1 and PHMR2. 
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